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The determination of virtual source position using convergent 
arcCOS method for scanning-passive scatter beam in carbon 

ion therapy 

INTRODUCTION 

The carbon ion beam, unlike an electron beam 
from a linear accelerator, does not emanate from a 
physical point source in the nozzle acceleration           
system (1-4). A narrow energy-dependent spot size of 
the carbon ion beam, after passing through the              
horizontal and vertical scanning magnets in the            
vacuum window of the accelerator, primary               
collimator, beam monitor, spreading scatterer, ridge 
filter and ridge shifter, and range shifter, is scanned 
spreading into a broader two-dimensional field that 
appears to diverge from a point. This point is known 
as the virtual source position (5), which may be           
defined as an intersection point of the back projection 
along with the most probable directions of carbon 
ions motion at a fixed position, for example, on the 
plane at a nominal source-axis-distance. There are 

many investigations describing the method of               
determining the virtual source position by inverse 
square law correction for output at extended          
source-skin-distance (SSDs) under all clinical                  
conditions or by field size magnification on film with 
distance (6-9). Despite a lot of methods that have been 
proposed for the determination of virtual source             
position for electron beam therapy in a linear                
accelerator and proton beam, none for heavy charged 
particles-like carbon ions have been investigated (10-

11). Usually, the virtual source point needs to be              
measured by the back-projection of the 50% width of 
the beam profiles acquired at different distances              
upstream or downstream of the source in external 
electron therapy (12). In our facility, a certain beam 
field size without the collimation of multi-leaves            
collimator (MLC), the largest field size was used for 
measurements in this study. The measurement of  
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ABSTRACT 

Background: We developed a convergent arcCOS (cACOS) technique capable of 
dealing with the virtual source position delivered by different carbon ion energies 
from the pattern of scanning-passive scatter beam in this study. Materials and 
Methods: A homemade large-format CMOS sensor and Gaf Chromic EBT3 films were 
used for the virtual source position measurement. The Gaf films were embedded in a 
self-designed rectangular plastic frame to tighten the films and set up on a treatment 
couch for irradiation in the air with the film perpendicular to the carbon ion beam at 
the point of nominal source-axis-distance (SAD) as well as upstream and downstream 
from the SAD. The horizontal carbon ion beam with 5 energies at a machine opening 
field size was carried out in this study. The virtual source position was determined 
with a convergent arcCOS method and compared with the linear regression by back 
projecting the FWHM to zero at a distance upstream from the various point of source-
film distance. Results: The determination of virtual source position using convergent 
arcCOS method agrees with the method by back projecting the FWHM to zero, and for 
higher carbon ion energy has an obvious longer distance from the SAD since the more 
carbon ion beam energy, the less spreading affected by the horizontal and vertical 
magnetism, therefore, the distance of virtual source positions is decreased from SAD 
with high to low energy. Conclusion: We have developed a technique capable of 
dealing with the virtual source position with a convergent arcCOS method to avoid any 
manual measurement mistakes in scanning-passive scatter carbon ion beam. The 
method for investigating the virtual source position in the carbon ion beam in this 
study can also be used for external electrons and the proton.  
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virtual source position for carbon ion beams was  
unusual than in electron beam therapy, the                 
measurement of virtual source position cannot apply 
by inverse square law correction from chamber              
output at extended SSDs since no inverse square          
response is available for the chamber along the               
carbon beam’s percent depth dose curve on the               
plateau at different distances.  

The Institute of Modern Physics (IMP) was              
founded in 1957 in Lanzhou, China. The National  
Laboratory of Heavy Ion Accelerator, Lanzhou 
(NLHIAL) was established at IMP in 1991 to take the 
advantage of full usage of the research facilities at 
IMP (8). WuWei Heavy Ion Center, Wuwei Cancer               
Hospital, GanSu, China (WHICH) consists main                
synchrotron ring to accelerate sufficient particle            
energy and flux for four treatment rooms used- room 
2, equipped with a horizontal, and a vertical nozzle 
aimed at one isocenter with scanning-passive scatter 
beam, was adopted for the virtual source position 
study. The importance of the virtual source position 
not only fits the need of correcting the opening of the 
multi-leaf collimator in field sizes but also supports 
the fabrication of compensators for carbon ion                  
therapy for patient-specific dosimetric calculation in 
the treatment planning system. 

The virtual source position for carbon ion beams 
of energies 120, 190, 260, 330 MeV/u, and 400 MeV/
u in the WHICH have been measured. It is realized 
that the virtual source position’s issue in the electron 
beam is highly energy-dependent, therefore, if the 
issue is also highly energy and field size-dependent 
for the carbon ion beam then the virtual source         
position needs to be measured carefully for each  
nozzle. 

The dosimetric characteristics of step-by-step 
Linear Energy Transfer (LET) inside the human body 
of carbon ion passive-scatter beams generated by 
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IMP cyclotron-synchrotron accelerators depending 
on the horizontal and vertical scanning magnets in 
the vacuum window of the accelerator, primary            
collimator, beam monitor, spreading scatterer, ridge 
filter, and ridge shifter, and range shifter. For the            
majority of clinical situations, not only the LET for 
dose calculation but also the field size opened by  
Multi-Leaf Collimator of passive-scatter design was 
influenced significantly by the virtual source position 
in carbon ion beams. This study is to remedy a defect 
of no investigation for the virtual source position of 
carbon ion beams. 

 
 

MATERIALS AND METHODS 
 

The virtual source position was intended to be 
determined with the conventional back projecting 
zero methods and was double-checked additionally 
by the convergent arcCOS method to minimize            
mistakes caused by manual measurement by            
exposing a certain field on Complementary Metal  
Oxide Semiconductor (CMOS) sensor and films in the 
air with an interval of some distance upstream and 
downstream from nominal source-axis distances for 
beam profiles analysis. 

A horizontal beam equipped in room 2 was               
adopted for the effective source position                      
measurement in this study, the construction and 
physical geometry dimension of our carbon ion                
facility is shown in figure 1. The carbon ion beam 
passes a horizontal magnet scanning at x direction 
beam first and then through to a vertical magnet 
scanning at y direction beam to create the scanned            
x-y field size for clinical use. The ridge filter, ridge 
shifter, and range shifter, as well as compensator, 
were removed with only the primary collimator 
opened during the measurement in this study. 

Int. J. Radiat. Res., Vol. 21 No. 3, July 2023 

Figure 1. The construction and physical geometry dimension of carbon ion facility and film set up in this study. 

The carbon ion with an initial energy of 120 MeV/
u to 400 MeV/u in an increasing interval of 70 MeV/u 
and field sizes set by the horizontal-vertical magnets 
at a machine opening field size was carried out for the 
measurements of the virtual source position at our 
institute in this study. The distance between the 50% 
of the central axis value from the profiles was              

measured and denoted as the full width half                   
maximum (FWHM). The FWHM was measured and 
plotted as a reciprocal profile using the measurement 
of the machine opening field with different distances 
measured upstream or downstream within 50cm 
from the SAD. 

The linear relationship of the beam’s FWHM in the 
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air appears to diverge geometrically from a point 
source where the beam width is 0 when projecting 
these lines back to the central axis. On the contrary, 
the angle of arcCOS at each different field size and its 
relative virtual source position converges to one 
unique value when an exact assumed virtual source 
position is given. The virtual source position using 
the convergent arcCOS method can be used to double
-check with the back projecting zero methods to 
avoid any manual measurement mistakes in the  
scanning-passive scatter carbon ion beam. 

 

Experiment setup in the treatment room 
In this study, an IMP home-made large-format 

OmniVision (Shanghai, China) model OV9712 and 
Aptina (ON Semiconductor, Phoenix, AZ, USA) model 
AR0130 COTS CMOS active pixel sensors (APSs) were 
used as an FWHM detector for measurement in              
carbon scanning-passive scatter beam measurement. 
The CMOS COTS digital sensors are energy                    
independent and can be used for particle counting up 
to a radiation dosage of 51.24 Gy after good                
calibration of linearity and reproducibility to reduce 
background noise. The CMOS COTS sensors. The large
-format CMOS sensor was set up on the treatment 
couch in the air with the detector perpendicular face 
to the carbon ion beam at the nominal source-axis-
distance (SAD) as well as upstream at 20cm, 40cm, 
and 50cm and downstream at 10.4 cm from the SAD 
in figure 1. 

Gaf Chromic EBT3 films were used to double 
checking with CMOS profiles. Gaf Chromic EBT3 films 
were embedded in a self-designed rectangular plastic 
frame to tight the films and set up on the treatment 
couch in the air with the film perpendicular to the 
carbon ion beam at the nominal source-axis-distance 
(SAD) as well as upstream and downstream 20 cm 
from the SAD in figure 1. Both the measurement of 
CMOS and the Gaf Chromic EBT3 film in horizontal 
carbon ion beam with 5 energies at a maximum field 
size of 231.875 mm × 234.827mm for the                      
measurements of virtual source position was carried 
out in this study.   

 

The FWHM measurement with the CMOS sensor 
and the GAF EBT 3film 

The large-format CMOS sensor was placed on the 
treatment couch with the detector frontal face to the 
horizontal nozzle, corresponding to the beam                 
entering from the top (front face) of the detector. All 
five energy of carbon ion beams could be evaluated 
during this investigation. 

The large-format CMOS signals were in pixels and 
the Gaf Chromic EBT3 films (Ashland Specialty            
Ingredients GP, NJ USA; Lot # 04022002, Exp. Date: 
April 2023) was adopted for the dose profile                  
measurement in determining the virtual source              
position for this study. The dose profile of exposed 
film was processed following international protocols 

(13). Films were conducted with a pre-exposure               
technique to reduce the uncertainty in deriving the 
calibration curve (14).  

 

Derivation of horizontal and vertical magnets  
driven dose profile to get the FWHM  

The FWHM of dose profiles measured by the large
-format CMOS detectors were mainly adopted for the 
virtual source position study. All exposed films of the 
desired field size were then scanned with an Epson 
Expression 11000XL scanner in the 72dpi mode 
(0.353 mm per dot interval), and the data were saved 
as tagged image file format (TIFF) and analyzed by 
the filmQA Pro v7(Ashland, USA) imaging procession 
software. A red filter was placed on top of the GAF 
films for raising the resolution of the dose-Optic             
Density curves before scanning to increase the slope 
of the H-D calibration curves (15).  

 

Determine the horizontal source position by back 
projecting the distance between FWHM for the  
various source-film-distance 

Firstly, plot the FWHM versus nominal distance 
curves for every SAD, upstream, and downstream 
based on the film setup geometry in figure 1                    
Secondly, derive the linear regression, y denotes 
FWHM, a and b is the parameters regressed by the 
experiment results from the films, and x is the virtual 
source position from the nominal SAD shown in              
figure 1 from the curves created by the FWHM versus 
nominal distance.  

 

y=a x + b     (1) 
 

Thirdly, let y=0 then the virtual source position 
can be derived from b divided by a, negative value 
denotes the virtual source position is upstream from 
SAD toward carbon ion source point. 

 

Determine the horizontal nozzle virtual source  
position by the convergent arcCOS (cACOS) method 
at the various source-film-distance 

The method of convergent arcCOS (cACOS) was 
displayed in figure 2 with the equation of, t denotes 
the assumed length of the virtual source position 
from nominal SAD, and FS is the field size at the            
detector position. This method was based on the            
angle α of arcCOS, α will converge to a unique value in 
the arcCOS calculation when an assumed virtual 
source position, t is given to all different upstream of 
downstream distances. 

 

α = cos-1 (                  (2) 

 
The virtual source position was then calculated by 

the converged arc COS method with the assumed  
virtual source position, t, in t at nominal SAD, tupstream 
with upstream distances at 20cm, 40cm, 50cm, and 
tdownstream with downstream distances at 10.4cm. 

Qi et al. / Virtual source position using arcCOS for carbon ion therapy 523 
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Uncertainties in the virtual source position             
measurements by the back projecting and              
convergent arcCOS (cACOS) methods 

The overall uncertainty in the virtual source             
position measurements of the specified field size 
measured on films is given by the alignment errors in 
the setup accuracy upstream or downstream from 
the point of SAD. Alignment errors of the films are 
estimated to lead to a disorder regulation of virtual 
source position. To archive, the accuracy of the data 
collection, all measurements including the                     
experimental setup and film processing were             
repeated three times to eliminate the uncertainty 
caused by manual and device errors. 

SPSS 20.0 was used to analyze the measurement 
data on films of HWFM. The measurement was             
expressed by mean ± SD (1 standard deviation) or by 
percentage. The potential risk factors for the virtual 
source position were analyzed by using the single 
factor chi-square test and logistics regression model, 
and the difference was considered statistically             
significant with P<0.05. 

 
 

RESULTS  
 

Figure 2 the convergent arcCOS method for               
determining the virtual source position of                 
scanning-passive scatter beam in carbon ion therapy. 
Textend denotes the measurement distance t at                
upstream, downstream, or without extend at the 
point of nominal SAD. 

Figure 3 is the converged arcCOS method for             
determining the virtual source position in the                
horizontal direction for scanning-passive scatter in 
330 MeV/u beams in carbon ion therapy. 

Figure 4 is the converge arcCOS method for              
determining the virtual source position in the vertical 
direction for scanning-passive scatter in 330 MeV/u 
beams in carbon ion therapy. 

Figure 5 is the linear regression from the curves 
created by the FWHM versus nominal distance in the 
carbon ion energy of 330 MeV/n. (y=ax+b, y denotes 
FWHM, x is the virtual source distance in the film 
setup geometry in figure 1) 

Table 1 is the FWHM of horizontal and vertical 
direction dose profiles measured by the large-format 
CMOS detectors in carbon ion therapy. The overall 

uncertainty for the reproducibility specified FWHM 
amounts to 1%, averaging 4.5 pixels. Films dose             
profile FWHM for all carbon ion energies had been 
compared with CMOS, and the results were within 
1.5%.   

Table 2 demonstrates the convergent arcCOS 
method for determining the virtual source position in 
the horizontal direction of scanning-passive scatter in 
330 MeV/u beams in carbon ion therapy. The           
angle α of the arcCOS in the horizontal direction with 
its relative assumed virtual source position will              
become a unique value with all α deviation                      
converging to a minimum value of a distance of 708 
cm (table 2) from downstream to upstream. The               
assumed virtual source position can be detailed to 0.1 
cm, and the film FWHM measurement error of 0.5 mm 
(the large-format CMOS detectors was in pixel, a pixel 
equals 0.5mm) leads to 1×10-3 % deviation of α
(ACOS) at every textend. The overall uncertainty for the 
reproducibility of calculated virtual source position in 
the horizontal direction by the assumed value of t 
amounts to 0.1%. 

Table 3 is the converge arcCOS method for             
determining the virtual source position in the vertical 
direction of scanning-passive scatter in 330 MeV/u 
beams in carbon ion therapy. The angle α of the             
arcCOS in the vertical direction with its relative             
assumed virtual source position will become a unique 
value with all α deviation converging to a minimum 
value of a distance of 626 cm (with bold and                    
underlined in table 3) from downstream to upstream. 
The assumed virtual source position can be detailed 
to 0.1 cm, and the film FWHM measurement error of 
0.5 mm (the large-format CMOS detectors was in              
pixel, a pixel equals 0.5mm) leads to 1x10-3 %               
deviation of α(ACOS) at every textend. The overall              
uncertainty for the reproducibility of calculated              
virtual source position in the vertical direction by the 
assumed value of t amounts to 0.1%. 

Table 4 lists the parameters a, and b of the linear 
regression y=a x +b, and the virtual source position 
derived by back projecting the FWHM zero method 
and cACOS method for each carbon ion energy at              
horizontal and vertical directions. The errors of            
calculated virtual source position by assumed textend 
with back projecting FWHM to zero methods were 
within 1.1 ± 0.001, p = 0.033. 
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Figure 2. The convergent arcCOS 
method for determining the virtual 
source position of scanning-passive 

scatter beam in carbon ion therapy. T           
extend denotes the measurement 

distance t at upstream, downstream, 
or without extend at nominal SAD. 
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Figure 3. The converged arcCOS method for determining the virtual source position in horizontal direction of scanning-passive 
scatter in 330 MeV/u beam in carbon ion therapy.  

Figure 4. The converge arcCOS method for determining the virtual source position in vertical direction of scanning-passive scatter in 
330 MeV/u beam in carbon ion therapy. 

Figure 5. The linear regression 
from the curves created by the 
FWHM versus nominal distance 
in the carbon ion energy of 330 

MeV/n. (y=ax+b, y denotes 
FWHM, x is the virtual source 

distance in the film setup            
geometry in figure 1). 
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Note: HWFM unit in pixel. The overall uncertainty for the reproducibility specified FWHM amounts to 1%,  

Table 2. The convergent arcCOS method for determining the virtual source position in horizontal direction of scanning-passive 
scatter in 330 MeV/u beam energy in carbon ion. 

Note: The assumed virtual source position can be detailed to 0.1 cm, and the film FWHM measurement error of 0.5 mm (the large-format CMOS 
detectors were in pixels, a pixel equals 0.5mm) leads to 1x10-3 % deviation of α(ACOS) at every t extend. The overall uncertainty for the                     
reproducibility of calculated virtual source position in the vertical direction by the assumed value of t amounts to 0.1%.  

  horizontal direction vertical direction 

  upstream(cm) nominal SAD downstream(cm) upstream(cm) nominal SAD downstream(cm) 

energy 
(MeV/u) 

-50 -40 -20 0 10.4 -50 -40 -20 0 10.4 

400 430.698 436.876 449.804 462.743 469.654 420.451 427.392 441.765 456.094 463.75 
330 430.376 436.903 449.888 463.063 469.959 419.838 427.059 441.531 456.063 463.832 
260 430.146 436.677 449.635 462.642 469.637 419.472 426.769 441.217 455.827 463.644 
190 429.809 436.337 449.609 462.854 469.793 419.305 426.581 441.33 455.939 463.763 
120 429.632 436.289 449.694 462.923 470.023 419.11 426.347 441.433 455.955 463.919 

Table 1. The FWHM of horizontal and vertical direction dose profile measured by the large-format CMOS detectors in carbon ion 
therapy 

assumed  
virtual source 

position t 

ACOS: 
t+10.4 

ACOS: t 
ACOS: 

t-20 
ACOS: 
t-40 

ACOS: 
t-50 

ACOS: t-50 
compare 

with ACOS: t 

ACOS: t-40 
compare 

with ACOS: t 

ACOS: t-20 
compare 

with ACOS: t 

ACOS: t 
compare 

with ACOS: t 

ACOS: t+10.4 
compare 

with ACOS: t 

least 
squares 

error 

least 
squares 

error x 100 

100 0.106 0.115 0.140 0.180 0.212 -0.080 0.000 0.212 0.5624017 0.839053 1.035191 103.519068 
150 0.073 0.077 0.086 0.099 0.107 -0.051 0.000 0.120 0.2849383 0.391527 0.501562 50.156217 
200 0.056 0.058 0.062 0.068 0.072 -0.035 0.000 0.079 0.1788702 0.238477 0.310472 31.047232 
250 0.045 0.046 0.049 0.052 0.054 -0.026 0.000 0.056 0.1230126 0.161474 0.212112 21.211192 
300 0.038 0.039 0.040 0.042 0.043 -0.019 0.000 0.041 0.0885615 0.115159 0.152126 15.212553 
350 0.033 0.033 0.034 0.035 0.036 -0.014 0.000 0.030 0.0651971 0.084244 0.111710 11.171012 
400 0.029 0.029 0.030 0.030 0.031 -0.011 0.000 0.023 0.0483117 0.062146 0.082627 8.262667 
450 0.026 0.026 0.026 0.027 0.027 -0.008 0.000 0.017 0.0355395 0.045566 0.060693 6.069327 
500 0.023 0.023 0.023 0.024 0.024 -0.006 0.000 0.012 0.0255412 0.032667 0.043561 4.356094 
550 0.021 0.021 0.021 0.021 0.022 -0.004 0.000 0.008 0.0175018 0.022346 0.029808 2.980846 
600 0.019 0.019 0.019 0.020 0.020 -0.002 0.000 0.005 0.0108972 0.013900 0.018526 1.852552 
650 0.018 0.018 0.018 0.018 0.018 -0.001 0.000 0.002 0.0053747 0.006861 0.009103 0.910282 
700 0.017 0.017 0.017 0.017 0.017 0.000 0.000 0.000 0.0006887 0.000904 0.001144 0.114389 
701 0.017 0.017 0.017 0.017 0.017 0.000 0.000 0.000 0.0006022 0.000795 0.001002 0.100180 
702 0.016 0.016 0.016 0.016 0.017 0.000 0.000 0.000 0.000516 0.000685 0.000862 0.086193 
703 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 0.00043 0.000576 0.000725 0.072528 
704 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 0.0003443 0.000467 0.000594 0.059376 
705 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 0.0002588 0.000359 0.000471 0.047127 
706 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 0.0001736 0.000251 0.000366 0.036642 
707 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 8.87E-05 0.000143 0.000298 0.029779 
708 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 4.008E-06 0.000035 0.000291 0.029148 
709 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -8.04E-05 -0.000072 0.000350 0.035034 
710 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000165 -0.000179 0.000449 0.044903 
711 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000249 -0.000285 0.000567 0.056681 
712 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000332 -0.000391 0.000694 0.069375 
713 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000416 -0.000497 0.000825 0.082543 
714 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000499 -0.000603 0.000960 0.095971 
715 0.016 0.016 0.016 0.016 0.016 0.000 0.000 0.000 -0.000582 -0.000708 0.001095 0.109547 
716 0.016 0.016 0.016 0.016 0.016 0.000 0.000 -0.001 -0.000664 -0.000813 0.001232 0.123207 
717 0.016 0.016 0.016 0.016 0.016 0.000 0.000 -0.001 -0.000747 -0.000917 0.001369 0.136915 
718 0.016 0.016 0.016 0.016 0.016 0.000 0.000 -0.001 -0.000829 -0.001022 0.001506 0.150645 
719 0.016 0.016 0.016 0.016 0.016 0.000 0.000 -0.001 -0.000911 -0.001126 0.001644 0.164381 
720 0.016 0.016 0.016 0.016 0.016 0.000 0.000 -0.001 -0.000993 -0.001229 0.001781 0.178112 
740 0.016 0.016 0.016 0.016 0.016 0.001 0.000 -0.001 -0.002578 -0.003239 0.004469 0.446863 
760 0.015 0.015 0.015 0.015 0.015 0.001 0.000 -0.002 -0.004076 -0.005136 0.007016 0.701603 
780 0.015 0.015 0.015 0.015 0.015 0.002 0.000 -0.003 -0.005492 -0.006929 0.009427 0.942687 
800 0.014 0.014 0.014 0.014 0.014 0.002 0.000 -0.004 -0.006834 -0.008627 0.011711 1.171091 
820 0.014 0.014 0.014 0.014 0.014 0.002 0.000 -0.004 -0.008107 -0.010236 0.013878 1.387765 
840 0.014 0.014 0.014 0.014 0.014 0.002 0.000 -0.005 -0.009317 -0.011764 0.015936 1.593581 
860 0.013 0.013 0.013 0.013 0.013 0.003 0.000 -0.005 -0.010467 -0.013216 0.017893 1.789332 
880 0.013 0.013 0.013 0.013 0.013 0.003 0.000 -0.006 -0.011563 -0.014598 0.019757 1.975735 
900 0.013 0.013 0.013 0.013 0.013 0.003 0.000 -0.006 -0.012608 -0.015916 0.021534 2.153444 
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Table 4. The parameters a, and b of the linear regression y=a x +b, and the virtual source position derived by back projecting FWHM 
zero method and the cACOS method for each carbon ion energy in the horizontal and the vertical directions. 

Note: The errors of calculated virtual source position by assumed t extend with back projecting FWHM to zero methods were within 1.1 ± 0.001,           
p = 0.033.  

Table 3. The converge arcCOS method for determining the virtual source position in vertical direction of scanning-passive scatter in 
330 MeV/u beam in carbon ion therapy 

assumed 
virtual 
source         

position t
(cm) 

ACOS: 
t+10.4 

ACOS: t 
ACOS:  
t-20 

ACOS:  
t-40 

ACOS:         
t-50 

ACOS: 
t+10.4 

compare 
with 

ACOS: t 

ACOS: t 
compare 

with 
ACOS: t 

ACOS: t-
20 com-

pare with 
ACOS: t 

ACOS: t-
40 com-

pare with 
ACOS: t 

ACOS: t-
50 com-

pare with 
ACOS: t 

least 
squares 

error 

least 
squares 
error x 

100 

100 0.207058 0.224279 0.269256 0.341906 0.397490 -0.076782 0.000000 0.200540 0.524467 0.772304 0.957931 95.793106 
150 0.143591 0.150921 0.168215 0.191733 0.206915 -0.048570 0.000000 0.114587 0.270419 0.371010 0.475672 47.567214 
200 0.109783 0.113567 0.122038 0.132672 0.139043 -0.033323 0.000000 0.074586 0.168222 0.224320 0.292048 29.204753 
250 0.088827 0.090995 0.095692 0.101332 0.104577 -0.023821 0.000000 0.051621 0.113609 0.149261 0.196005 19.600546 
300 0.074577 0.075893 0.078682 0.081943 0.083771 -0.017342 0.000000 0.036753 0.079718 0.103808 0.137050 13.704989 
350 0.064261 0.065084 0.066799 0.068772 0.069859 -0.012646 0.000000 0.026351 0.056662 0.073367 0.097199 9.719871 
400 0.056450 0.056967 0.058031 0.059244 0.059905 -0.009088 0.000000 0.018669 0.039969 0.051568 0.068468 6.846790 
450 0.050330 0.050649 0.051296 0.052033 0.052432 -0.006299 0.000000 0.012766 0.027328 0.035192 0.046776 4.677558 
500 0.045407 0.045592 0.045960 0.046386 0.046615 -0.004054 0.000000 0.008088 0.017426 0.022442 0.029819 2.981898 
550 0.041360 0.041452 0.041630 0.041844 0.041959 -0.002209 0.000000 0.004290 0.009460 0.012236 0.016201 1.620119 
600 0.037976 0.038001 0.038045 0.038112 0.038149 -0.000665 0.000000 0.001146 0.002913 0.003880 0.005030 0.502964 
610 0.037364 0.037379 0.037400 0.037444 0.037468 -0.000386 0.000000 0.000581 0.001741 0.002388 0.003037 0.303651 
611 0.037304 0.037318 0.037337 0.037378 0.037401 -0.000359 0.000000 0.000525 0.001626 0.002242 0.002842 0.284152 
612 0.037244 0.037257 0.037274 0.037313 0.037335 -0.000332 0.000000 0.000470 0.001512 0.002096 0.002647 0.264738 
613 0.037185 0.037196 0.037211 0.037248 0.037269 -0.000304 0.000000 0.000415 0.001397 0.001951 0.002454 0.245412 
614 0.037125 0.037135 0.037149 0.037183 0.037203 -0.000277 0.000000 0.000360 0.001284 0.001806 0.002262 0.226178 
615 0.037066 0.037075 0.037086 0.037119 0.037137 -0.000250 0.000000 0.000305 0.001170 0.001662 0.002070 0.207042 
616 0.037007 0.037015 0.037024 0.037054 0.037071 -0.000223 0.000000 0.000251 0.001057 0.001518 0.001880 0.188013 
617 0.036948 0.036955 0.036962 0.036990 0.037006 -0.000196 0.000000 0.000196 0.000945 0.001375 0.001691 0.169105 
618 0.036889 0.036895 0.036901 0.036926 0.036941 -0.000170 0.000000 0.000142 0.000833 0.001232 0.001503 0.150335 
619 0.036830 0.036836 0.036839 0.036862 0.036876 -0.000143 0.000000 0.000088 0.000721 0.001090 0.001317 0.131735 
620 0.036772 0.036776 0.036778 0.036799 0.036811 -0.000116 0.000000 0.000034 0.000610 0.000948 0.001134 0.113354 
621 0.036714 0.036717 0.036717 0.036736 0.036747 -0.000090 0.000000 -0.000019 0.000499 0.000807 0.000953 0.095278 
622 0.036656 0.036658 0.036656 0.036672 0.036683 -0.000063 0.000000 -0.000073 0.000388 0.000666 0.000777 0.077673 
623 0.036598 0.036599 0.036595 0.036610 0.036619 -0.000037 0.000000 -0.000126 0.000278 0.000526 0.000609 0.060887 
624 0.036540 0.036541 0.036534 0.036547 0.036555 -0.000011 0.000000 -0.000179 0.000168 0.000386 0.000458 0.045750 
625 0.036483 0.036482 0.036474 0.036485 0.036491 0.000016 0.000000 -0.000232 0.000058 0.000247 0.000344 0.034398 
626 0.036426 0.036424 0.036414 0.036422 0.036428 0.000042 0.000000 -0.000285 -0.000051 0.000108 0.000312 0.031153 
627 0.036369 0.036366 0.036354 0.036360 0.036365 0.000068 0.000000 -0.000337 -0.000160 -0.000030 0.000380 0.038049 
628 0.036312 0.036308 0.036294 0.036299 0.036302 0.000094 0.000000 -0.000390 -0.000268 -0.000168 0.000511 0.051068 
629 0.036255 0.036251 0.036235 0.036237 0.036240 0.000120 0.000000 -0.000442 -0.000376 -0.000306 0.000667 0.066664 
630 0.036198 0.036193 0.036175 0.036176 0.036177 0.000145 0.000000 -0.000494 -0.000484 -0.000443 0.000834 0.083363 
720 0.031741 0.031672 0.031527 0.031391 0.031321 0.002179 0.000000 -0.004571 -0.008878 -0.011092 0.015082 1.508243 
740 0.030896 0.030817 0.030652 0.030495 0.030414 0.002564 0.000000 -0.005339 -0.010450 -0.013082 0.017760 1.775975 
760 0.030094 0.030006 0.029824 0.029648 0.029557 0.002930 0.000000 -0.006065 -0.011935 -0.014959 0.020288 2.028799 
780 0.029333 0.029237 0.029040 0.028847 0.028748 0.003277 0.000000 -0.006753 -0.013340 -0.016734 0.022679 2.267921 
800 0.028610 0.028507 0.028296 0.028089 0.027982 0.003607 0.000000 -0.007406 -0.014672 -0.018415 0.024944 2.494425 
820 0.027921 0.027812 0.027589 0.027369 0.027255 0.003921 0.000000 -0.008026 -0.015935 -0.020008 0.027093 2.709281 

840 0.027265 0.027150 0.026916 0.026685 0.026566 0.004221 0.000000 -0.008616 -0.017134 -0.021520 0.029134 2.913367 

860 0.026638 0.026519 0.026276 0.026034 0.025910 0.004506 0.000000 -0.009178 -0.018276 -0.022958 0.031075 3.107470 

880 0.026040 0.025917 0.025665 0.025415 0.025286 0.004779 0.000000 -0.009714 -0.019363 -0.024327 0.032923 3.292306 

900 0.025469 0.025341 0.025082 0.024824 0.024691 0.005040 0.000000 -0.010226 -0.020400 -0.025631 0.034685 3.468523 

Note: The assumed virtual source position can be detailed to 0.1 cm, and the film FWHM measurement error of 0.5 mm (the large-format CMOS 
detectors were in pixels, a pixel equals 0.5mm) leads to 1x10-3 % deviation of α(ACOS) at every t extend. The overall uncertainty for the                        
reproducibility of calculated virtual source position in the vertical direction by the assumed value of t amounts to 0.1%.  

energy(MeV/u) 400 330 260 190 120 
  field open  field open  field open  field open  field open 

parameters of linear regression horizontal vertical horizontal vertical horizontal vertical horizontal vertical horizontal vertical 
a 0.7171 0.6455 0.7274 0.6549 0.7299 0.6524 0.7354 0.6623 0.7414 0.6679 
b 456.17 462.81 456.15 463.08 455.92 462.74 456.03 462.87 456.12 463.02 

method virtual source position from SAD (cm) 
back projecting FWHM zero 716.98 636.13 707.1 627.1 709.29 624.63 698.88 620.11 693.25 615.21 

cACOS 717 637 708 626 710 625 699 621 694 616 
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DISCUSSION 
 

The essential contribution and usefulness of this 
study were to propose the convergent arcCOS             
method to avoid the manual error caused by film 
measurements. To our knowledge, the measurement 
of virtual source position for carbon ion beams was 
unusual than in electron beam therapy, since the 
measurement of virtual source position cannot apply 
inverse square law correction from chamber output 
at extended SSDs owing to no inverse square                
response is available for the chamber along the                
carbon beam’s percent depth dose curve on the               
plateau region at different distances from the point of 
SAD. Besides, the film FWHM measurement error of 
0.5 mm (the large-format CMOS detectors was in  
pixel, a pixel equals 0.5mm) leads to 1×10-3 %                
deviation of α(ACOS) at every textend. The overall           
uncertainty for the reproducibility of calculated           
virtual source position in the vertical direction by the 
assumed value of t amounts to 0.1%. From table 4, 
the errors of calculated virtual source position by 
assumed textend with back projecting FWHM to zero 
methods were within 1.1 ± 0.001, p = 0.033.  

Unlike the X-ray generated from a linear                  
accelerator, a carbon ion beam does not emanate 
from a physical source in the accelerator head. The 
point called the virtual source of the electron beam is 
a pencil electron beam passing through the bending 
magnets, scattering foils, monitor chambers in the 
head of the accelerator, and is spread into a sufficient 
clinical available field size that appears to diverge 
from a point. Measurements of the virtual source  
position of the electron beam can use the inverse 
square law method by the reading of the ion chamber 
to correct the dose output as a function of the air gap 
between the electron applicator end and the                
measurement position, but the inverse square law 
method is no longer used for carbon ion beam since 
the percent depth dose of the carbon ion beam is just 
the reverse of electron beam’s percent depth dose 
which is well known of plateau-Bragg peak curve. 
There are few studies regarding the measurement of 
virtual source position on heavy charged particles. 
Only a cross-profile measurement of the proton            
fluency in the air at different positions from the              
isocenter was studied for determining the proton 
virtual source position (16). Therefore, the methods 
proposed in this study can help to solve the problem 
of investigating the virtual source position in carbon 
ion beam therapy.  

Although several methods have been suggested 
for the determination of virtual source position in 
electron, the virtual point source of a carbon ion 
beam has never been investigated and can be treated 
as the intersection point of the back projections along 
with the most probable directions of motion like     
electron at the film measured. The virtual source       
position may also be defined as a zero-field size            

intersection point of the FWHM back projections 
along with the most probable directions of the carbon 
ion beam where the film was measured. The field  
provided by the carbon ion beam in our facility in 
room 2 is a scanning-passive scatter type in figure 1 
which is rather than a broad beam like the electron, 
thus, the virtual source point needs to be investigated 
separately in the horizontal (x direction) and vertical 
(y direction) of the beam profiles driven by                   
horizontal and vertical magnets using the back             
projections of the 50% width to zero at different 
measurement distances. 

The technique developed for carbon ion beam  
delivery in our facility for room 2 is scanning-passive 
scattering. In this approach, not like the beam that is 
spread using scatter foils, the delivery of                         
scanning-passive scattering beams of our carbon ion 
beams was formed by thousands of narrow and quasi
-monoenergetic carbon pencil-like beams                       
magnetically by horizontal first and then go through 
vertical magnets to pass a scatterer for covering a full 
field where the Bragg peak reach following the             
carbon ion energy.  

The curves of different arcCOS values calculated 
by the assumed virtual source position in the                   
horizontal direction, t, in t at nominal SAD, tupstream 
with upstream distances at 20cm, 40cm, 50cm, and 
tdownstream with downstream distances at 10.4cm               
intersect at the distance of 708 cm, which is the              
minimum least squares error of all converged angle, 
α, calculated by the arcCOS demonstrated in the small 
figure at upper right in figure 3. This point                   
demonstrates the determination of virtual source  
position by the arcCOS convergent method in the  
horizontal direction of scanning-passive scatter for 
330 MeV/u beam energy, and so forth for                         
determination of the virtual source position in other 
carbon ion energy. There is a smaller value than 708 
cm for the virtual source position in the small figure 
in the upper right in figure 3, which means if the scale 
of the assumed virtual source position decreases, the 
more precise virtual source position will reach.  

The detailed process of the convergent arcCOS 
method for determining the virtual source position in 
the horizontal direction of scanning-passive scatter 
beam in 330 MeV/u carbon ion therapy is listed in 
table 2. The least squares error, 0.00029148,                    
happens at the assumed virtual source position, t, at 
708cm (with bold and underlined) in table 2. 

The curves of different arcCOS values calculated 
by the assumed virtual source position in the vertical 
direction, t, in t at nominal SAD, tupstream with                    
upstream distances at 20cm, 40cm, 50cm, and               
tdownstream with downstream distances at 10.4cm            
intersect at the distance of 627 cm, which is the              
minimum least squares error of all converged angle, 
α, calculated by arcCOS demonstrated in the small 
figure at upper right in figure 4. This point                   
demonstrates the determination of virtual source  

528 Int. J. Radiat. Res., Vol. 21 No. 3, July 2023 
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position in the vertical direction of scanning-passive 
scatter for 330 MeV/u beam energy, and so forth for 
determination of the virtual source position in other 
carbon ion  energy. 

Figure 5 demonstrates the linear regression from 
the curves created by the FWHM versus nominal  
distance in the carbon ion energy of 330 MeV/n. 
(y=ax+b, y denotes FWHM, x is the virtual source dis-
tance in the film setup geometry in figure 1), and so 
forth for determination of the virtual source position 
in other carbon ion energy listed in table 4. 

The distance of the virtual source position of the 
carbon ion beam in the horizontal and vertical              
direction can be integrated as a function of the         
carbon ion energy in equations 3 and 4, respectively 
in figure 6. 

 

VSh = 0.0057                                (3) 
 

VSh denotes the virtual source position in the            
horizontal direction, E means the virtual source              
position at this energy of carbon ion beam. 

 

VSv = 0.0055                             (4) 
 

VSv denotes the virtual source position in the              
vertical direction, E means the virtual source position 
at this energy of the carbon ion beam. 

The detailed process of the convergent arcCOS 
method for determining the virtual source position in 
the vertical direction of scanning-passive scatter 
beam in 330 MeV/u carbon ion therapy is listed in 
Table 3. The least squares error, 0.031153 (100 times 
of original value), happens at the assumed virtual 
source position, t, at 626 cm (with bold and                   
underlined) in table 3. The virtual source position for 
the other carbon ion energies was derived following 
the processes described in tables 2, and 3 as well. 

Table 4 shows the parameters a and b in the               
linear regression when y= 0, y denotes field size in 
y=a x +b, which means the virtual source position, x, 
happens at the back projection point when the field 
size becomes zero. The virtual source position                
derived by the cACOS method was also listed in Table 
4 for comparison with the results derived by back                  
projecting HWFM to zero methods.  

The solution of x, in y=a x +b, the parameters a, 
and b, were listed in Table 4 which were generated 
by the same process of back projecting HWFM to zero 
methods to get the virtual source position for every 
energy. 

The virtual source position for higher carbon ion 
energy has an obvious longer distance from the SAD 
since the more energy of the carbon ion beam, the 
less bending affected by the horizontal and vertical 
magnetism, therefore, virtual source positions from 
SAD are decreased from high to low carbon ion            
energy which was shown in table 4. 

The relationship of virtual source position and 
carbon ion energy in horizontal and the vertical              
direction generated in equations 3 and 4, the                 
comparison for calculation and measurements are 
agreed within 1%. 

The MLC opening, as well as the fabrication of the 
compensator, were then corrected according to the 
measured virtual source position for every carbon 
ion energy in the horizontal and vertical directions. 
Furthermore, the MLC opening depends not only on 
the accuracy of the virtual source position but also 
depends on whether the MLC offset is carefully            
adjusted (17). 

 
 

CONCLUSION 
 

The essential contribution and usefulness of this 
study were to propose the convergent arcCOS            
method to minimize mistakes of any manual error 
caused by film measurements. The importance of 
precise virtual source position in the Monta Carlo 
simulation is indispensable. The calculation of               
radiation doses may not always be in agreement for 
MLC treatment fields at a carbon ion beam treatment 
planning system unless the virtual source position 
and MLC offset are well-calibrated. The method for 
investigating the virtual source position in a carbon 

Qi et al. / Virtual source position using arcCOS for carbon ion therapy 529 

Figure 6. The distance of virtual source position of carbon ion 
beam in the horizontal and vertical direction can be integrated 

as a function of carbon ion energy in equation 3 and 4,         
respectively. 
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ion beam in this study can be applied to the external 
electron beam and the proton beam. 
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